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‣ 2002 Chinese-English NIST data

- 150 labeled training examples

- 191 test examples

‣ Evaluation

- Prec, Recall over gold alignments

- BLEU end-to-end
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âa∗

Saturday, September 26, 2009



L(a∗,a) = # of missing sure alignments +
# of incorrect alignments

Loss Function

a∗ â
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Saturday, September 26, 2009



arg max
a∈A�

�
wT φ(a)

�

Margin Training

a∗ â
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End-to-End Experiments
‣ Decoder: JosHUa [Li et. al, 2009]
‣ Data: FBIS 100k sents max length 40
‣ LM: 5-gram on Eng. Gigaword Xinhua
‣ Tuning: 300 sents. of NIST MT04 test
‣ Test: NIST 2005 Chinese-English

Alignments Recall Prec BLEU
GIZA++ 84 62 23.22

HMM 77 79 23.05
LL-BITG 83 81 24.32
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Conclusions
‣ Blocks are important, ITG tractable

‣ Normal form and oracle projection allow 
for likelihood training

‣ Word alignment improvements yield 
BLEU improvements

‣ Software available @ nlp.cs.berkeley.edu

Saturday, September 26, 2009



Thanks!

http://nlp.cs.berkeley.edu

Saturday, September 26, 2009

http://supriseme.com
http://supriseme.com


max
w

�

(x,a∗)∈D

log P (a∗|x)

Pw(a|x) =
sw(a)�

a�∈A sw(a�)

Likelihood Criterion
A

a∗â
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MIRA Likelihood
1-1 ITG BITG BITG-S BITG-N

Features P R AER P R AER P R AER P R AER P R AER
Dice, dist,

blcks, dict, lex 85.7 63.7 26.8 86.2 65.8 25.2 85.0 73.3 21.1 85.7 73.7 20.6 85.3 74.8 20.1

+HMM 90.5 69.4 21.2 91.2 70.1 20.3 90.2 80.1 15.0 87.3 82.8 14.9 88.2 83.0 14.4

Table 2: Word alignment results on Chinese-English. Each column is a learning objective paired with an alignment
family. The first row represents our best model without external alignment models and the second row includes
features from the jointly trained HMM. Under likelihood, BITG-S uses the simple grammar (Section 2.2). BITG-N
uses the normal form grammar (Section 4.1).

first is the English-French Hansards data set from
the 2003 NAACL shared task (Mihalcea and Ped-
ersen, 2003). Here we use the same 337/100
train/test split of the labeled data as Taskar et al.
(2005); we compute external features from the
same unlabeled data, 1.1 million sentence pairs.
Our second is the Chinese-English hand-aligned
portion of the 2002 NIST MT evaluation set. This
dataset has 491 sentences, which we split into a
training set of 150 and a test set of 191. When we
trained external Chinese models, we used the same
unlabeled data set as DeNero and Klein (2007), in-
cluding the bilingual dictionary.

For likelihood based models, we set the L2
regularization parameter, σ2, to 100. We re-
port results using the simple ITG grammar (ITG-
S, Section 2.2) where summing over derivations
double counts alignments, as well as the normal
form ITG grammar (ITG-N,Section 4.1) which
does not double count. We ran our annealed
loss-augmented MIRA for 15 iterations, beginning
with λ at 0 and increasing it linearly to 0.5. We
compute Viterbi alignments using the averaged
weight vector from this procedure.

6.1 French Hansards Results

The French Hansards data are well-studied data
sets for discriminative word alignment (Taskar et
al., 2005; Cherry and Lin, 2006; Lacoste-Julien
et al., 2006). For this data set, it is not clear
that improving alignment error rate beyond that of
GIZA++ is useful for translation (Ganchev et al.,
2008). Table 1 illustrates results for the Hansards
data set. The first row uses dice and the same dis-
tance features as Taskar et al. (2005). The first two
rows repeat the experiments of Taskar et al. (2005)
and Cherry and Lin (2006), but adding ITG mod-
els that are trained to maximize conditional like-
lihood. The last row includes the posterior of the
jointly-trained HMM of Liang et al. (2006) as a
feature. This model alone achieves an AER of

5.4%. No model significantly improves over the
HMM alone, which is consistent with the results
of Taskar et al. (2005).

6.2 Chinese NIST Results

Chinese-English alignment is a much harder task
than French-English alignment. For example,
the HMM aligner achieves an AER of 20.7%
when using the competitive thresholding heuris-
tic of DeNero and Klein (2007). On this data set,
our block ITG models make substantial perfor-
mance improvements over the HMM, and more-
over these results do translate into downstream
improvements in BLEU score for the Chinese-
English language pair. Because of this, we will
briefly describe the features used for these models
in detail. For features on one-by-one cells, we con-
sider Dice, the distance features from (Taskar et
al., 2005), dictionary features, and features for the
50 most frequent lexical pairs. We also trained an
HMM aligner as described in DeNero and Klein
(2007) and used the posteriors of this model as fea-
tures. The first two columns of Table 2 illustrate
these features for ITG and one-to-one matchings.

For our block ITG models, we include all of
these features, along with variants designed for
many-to-one blocks. For example, we include the
average Dice of all the cells in a block. In addi-
tion, we also created three new block-specific fea-
tures types. The first type comprises bias features
for each block length. The second type comprises
features computed from N-gram statistics gathered
from a large monolingual corpus. These include
features such as the number of occurrences of the
phrasal (multi-word) side of a many-to-one block,
as well as pointwise mutual information statistics
for the multi-word parts of many-to-one blocks.
These features capture roughly how “coherent” the
multi-word side of a block is.

The final block feature type consists of phrase
shape features. These are designed as follows: For

 Adding External Features
Adding Joint HMM posteriors from 
DeNero et. al. (2007)

TODO: Keynote Chart
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 End-to-End Results

each word in a potential many-to-one block align-
ment, we map an individual word to X if it is not
one of the 25 most frequent words. Some example
features of this type:

• English Block: [the X, X], [in X of, X]

• Chinese Block: [CHIN CHIN X, X] [X
CHIN, X]

For English blocks, for example, these features
capture the behavior of phrases such as in spite
of or in front of that are rendered as one word in
Chinese. For Chinese blocks, these features cap-
ture the behavior of phrases containing classifier
phrases like CHIN or CHIN, which are rendered
as English indefinite determiners.

The right-hand three columns in Table 2 present
supervised results on our Chinese English data set
using block features. We note that almost all of
our performance gains (relative to both the HMM
and 1-1 matchings) come from BITG and block
features. The maximum likelihood-trained nor-
mal form ITG model outperforms the HMM, even
without including any features derived from the
unlabeled data. Once we include the posteriors
of the HMM as a feature, the AER decreases to
14.4. The previous best AER result on this data set
is 15.9 from Ayan and Dorr (2006), who trained
stacked neural networks based on GIZA++ align-
ment. Our results are not directly comparable
(they used more labeled data, but did not have the
HMM as an input feature).

6.3 End-To-End MT Experiments

We further evaluated our alignments in an end-to-
end Chinese to English translation task using the
publicly available hierarchical pipeline JosHUa
(Li and Khudanpur, 2008). The pipeline extracts
a Hiero-style synchronous context-free grammar
(Chiang, 2007), employs suffix-array based rule
extraction (Lopez, 2007), and tunes model pa-
rameters with minimum error rate training (Och,
2003). We trained on the FBIS corpus using sen-
tences up to length 40, which includes 2.7 million
English words. We used a 5-gram language model
trained on 126 million words of the Xinhua section
of the English Gigaword corpus, estimated with
SRILM (Stolcke, 2002). We tuned on 300 sen-
tences of the NIST MT04 test set.

Results on the NIST MT05 test set appear in
Table 3. We compared four sets of alignments.

Alignments Translations
Model Prec Rec Rules BLEU
GIZA++ 62 84 1.9M 23.22
Joint HMM 79 77 4.0M 23.05
Viterbi ITG 90 80 3.8M 24.28
Posterior ITG 81 83 4.2M 24.32

Table 3: Results on the NIST MT05 Chinese-English
test set show that our ITG alignments yield improve-
ments in translation quality.

The GIZA++ alignments7 are combined across di-
rections with the grow-diag-final heuristic, which
outperformed the union. The joint HMM align-
ments are generated from competitive posterior
thresholding (DeNero and Klein, 2007). The ITG
Viterbi alignments are the Viterbi output of the
ITG model with all features, trained to maximize
log likelihood. The ITG Posterior alignments
result from applying competitive thresholding to
alignment posteriors under the ITG model. Our
supervised ITG model gave a 1.1 BLEU increase
over GIZA++. The performance of the joint HMM
is somewhat surprising given that it outperforms
GIZA++ in terms of AER. This is probably ex-
plained by its lower recall relative to GIZA++ and
the ITG alignments. It is worth noting that on
the tuning set, the joint HMM alignments yielded
28.01 BLEU, outperforming GIZA++ at 27.308.8

7 Conclusion

This work presented the first large-scale applica-
tion of ITG to discriminative word alignment. We
empirically investigated the performance of con-
ditional likelihood training of ITG word aligners
under simple and normal form grammars. We
showed that through the combination of relaxed
learning objectives, many-to-one block alignment
potential, and efficient pruning, ITG models can
yield state-of-the art word alignments, even when
the underlying gold alignments are highly non-
ITG. Our models yielded the lowest published er-
ror for Chinese-English alignment and an increase
in downstream translation performance.

7We used a standard training regimen: 5 iterations of
model 1, 5 iterations of HMM, 3 iterations of Model 3, and 3
iterations of Model 4.

8The Viterbi and posterior ITG alignments gave 28.48 and
24.57 BLEU respectively on the tuning set.
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MIRA: Margin Criterion
A

a∗â
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Saturday, September 26, 2009



A1-1

a∗p

wt+1 = arg min
w
�w −wt�2

s.t. â = arg max
a∈A1-1

swt(a) + λL(a∗p,a)

swt+1(a
∗) ≥ swt+1(â) + L(a∗p, â)
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